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Abstract

A set of simulated experiments was analysed in order to compare the influence of the titration type and of data treatment methods on the accuracy of metal complexing parameters determination for one- and two-ligand systems. The simulated data corresponded to those obtained by anodic stripping voltammetry and were chosen to represent experiments in linear, logarithmic and decade titration modes. The values of preset complexing parameters for one- and two-ligand systems were chosen to fit into the expected experimental range. Random noise was added to the data prior to the treatment. Five different data treatments were applied: Chau–Buffle, Ružič–van den Berg and Scatchard linearisations, and non-linear fitting and PROSECE optimisations.

The investigation has shown that even in the case of a one-ligand system, logarithmic and decade titrations are much better compared to the linear ones. Linearisation methods are in many cases inferior to those using optimisation algorithms. Random noise has a significant influence on the results of linearisation methods as well. For linearisation methods, in the case of a one-ligand system, high correlation has been found for the confidence interval of the calculated parameters and the difference between the preset and the calculated values. This correlation is proposed to be used as an estimation for the results quality in real experiments. PROSECE is by far superior to other methods in most of the cases due to its flexible and powerful mathematical background. It is highly recommended as a tool for data treatment. Construction of “contour-graphs” enables error prediction of the calculated complexing parameters. PROSECE is proposed as an orientation and valorisation tool in real samples analyses.
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of high-performance computing tools to define more complex models which integrate various chemical interactions [23–30], data treatment based on optimisation calculation of the complexing parameters by fitting to experimental data has been developed. Using all data points, arbitrariness of dividing a curve into quasi-linear subsections was eliminated [31]. These data treatments use either bulk data or modified data according to the Ružič or Scatchard approaches [32,33]. Furthermore, they allow the determination of more than two different groups of ligands [34], which seems to be more useful than linearisation data treatments in the complexing studies aimed to define behaviour of ligands in natural waters.

Those studies are based on experimental data obtained from sample titrations, i.e. metal additions, coupled with ASV, CSV or ISE measurements [26,28,34–36]. The number of standard additions, their repetition and covered concentration range, which characterise these titrations, are generally quite arbitrary. However, for the analysis of multi-ligand systems, these characteristics are certainly important to correctly determine the complexing parameters, especially since they are dependent on the analytical technique used (i.e. its detection limit, analytical window, etc.).

In the present work, we analyse the influence of metal standard addition repartition (linear, decade and logarithmic) on the results of simulated experimental data fitting. The same simulated experimental data points will be treated with the methods of Chau–Buffle [5,9], Scatchard [8], Ružič–van den Berg [10], non-linear fitting [32] and PROSECE [37]. The objective of the present work is to optimise experimental conditions to obtain the most reliable results. The work has determined (i) the uncertainty of metal complexing capacity parameters calculated by each method, and (ii) which method is the most rigorous for each simulated L/T, K example.

2. Simulation of “experimental” data points

Simulation of experimental data points, i.e. their numerical generation, is useful for the comparative analysis that will be provided in this work, where we focus on a simple case of a 1:1 metal–ligand system and analyse the cases of one- and two-ligand complexes with a single metal. To calculate each point according to the design of experimental standard additions, the program MINEQL [38] is used. It is not a trivial calculation, as given by Pižeta and Branica [32] about the influence of noise added to the data (0–10%) and considering an increase in the sensitivity of electrochemical instruments, a random noise of 2% was added to the points after the simulation (MINEQL) and before fitting. The set of applied random noise values varies between two simulated experiments 

\[ \log(K) = -\log(M_T) \times 10^{-3}, \]

where \( n \) is the total number of points in the titration, \( M_T, n_i/n \), are the initial, final and its total metal concentrations.

In order to obtain realistic data, taking into account previous results of Pižeta and Branica [32] about the influence of noise added to the data (0–10%) and considering an increase in the sensitivity of electrochemical instruments, a random noise of 2% was added to the points after the simulation (MINEQL) and before fitting. The set of applied random noise values varies between two simulated experiments with different \( L/T, K \) values, but remains unchanged for one experiment treated by the three titration modes.

The position of the points selected for simulation in \( \log T \times \log L_T \) space, compared to Pižeta and Branica [32], is presented in Fig. 1.

3. Methods of data treatment and fitting to the model

The methods of data treatment for metal complexing capacity and stability constant determination comprise three linearisation methods: (a) linear regression proposed by
Chau [5] in combination with linearisation proposed by Buffle [9], (b) linearisation by a mathematical transformation proposed by Scatchard [8], and (c) Ružič [10] and van den Berg [11] followed by linear regression; as well as two optimisation methods: (i) non-linear fitting of the data transformed according to Ružič–van den Berg method when they are not linear after the transformation, proposed by Pižeta and Branica [32], and (ii) a matrix approach by the program named PROSECE (summarized in Table 1).

PROSECE (Programme d’Optimisation et de SpEcia tion Chimique dans l’Environnement), was developed in RCMO-PROTEE laboratory (with the help of P. Seppecher (ANLA laboratory, University of Toulon and Var)), for complexing studies using a discrete model. It has been written on the basis of the numerical calculation program Octave (freeware). This new software is available on request. It uses a speciation subroutine coupled to an optimisation one. The speciation calculation is based on mass balance resolution by the Newton–Raphson optimisation method, after Morel’s table definition representing all complexing equations between the principal components (M, Li, H, etc.) and the component species and compounds (Mf, Li, MLi, etc.) in the defined chemical system [40]. After the definition of the initial values for complexing parameters (LT, KT) which must be determined, the speciation modulus calculates the concentrations of component species and compounds. Comparing with experimental (or simulated) data gives an error value. The optimisation process, by means of a modified simplex [41], adjusts these selected values of complexing parameters, giving a new set of parameters for the speciation part, which continues until minimum error value has been reached. For instance, PROSECE allows the modelling of natural organic matter complexing and competing properties versus proton and trace metals by optimisation of a set of complexing parameters (total ligand concentrations, acidity constants, stability constants versus trace metals) [37].

4. One-ligand systems

From previous knowledge and experience of the detection and determination of metal complexing capacity with one ligand, a two decades range of metal standard additions is necessary. As Ružič [10] has shown that $K \times L_T > 1$ is necessary to obtain reliable results, the analyses and comparisons were made for the case $K \times L_T = 50$ in the pairs as follows: $L_T = 10, 50$ and $90$ nmol l$^{-1}$ and $K = 5 \times 10^9$. 

Fig. 1. Repartition of ligands complexing properties used in this study (○) one-ligand, (●) first of two-ligand, (△) second of two-ligand) and in Pižeta and Branica previous study (●) one-ligand, (△) first of two-ligand, (□) second of two-ligand).
Table 1
Overview of the data treatment methods for metal complexing capacity determination

<table>
<thead>
<tr>
<th>Graphical presentation</th>
<th>Mathematical treatment and explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-ligand system: linearisations</td>
<td></td>
</tr>
<tr>
<td>Chau-Buffé linearisation</td>
<td></td>
</tr>
<tr>
<td>Mathematical transformation of experimental data points according to ( \frac{M_T - M_f}{M_f} = f(M_T - M_f) ), linear regression: ( Y_1 = a(M_T - M_f) + b ) and ( Y_2 = c(M_T - M_f) + d ), calculation of ( L_1, K_1, K_2 = \text{fit}(a, b, c, d) )</td>
<td></td>
</tr>
<tr>
<td>Scatchard linearisation</td>
<td></td>
</tr>
<tr>
<td>Mathematical transformation of experimental data points according to ( \frac{M_f}{M_T - M_f} = f(M_f) ), linear regression: ( \frac{M_f}{M_T - M_f} = aM_f + b ), ( K = a/b )</td>
<td></td>
</tr>
<tr>
<td>Ružič-van der Berg linearisation</td>
<td></td>
</tr>
<tr>
<td>Mathematical transformation of experimental data points according to ( \frac{M_T}{M_T - M_f} = f(M_f) ), linear regression: ( \frac{M_T}{M_T - M_f} = aM_f + b ), ( K = -a/a )</td>
<td></td>
</tr>
<tr>
<td>Two-ligand system: linearisations</td>
<td></td>
</tr>
<tr>
<td>Scatchard linearisation</td>
<td></td>
</tr>
<tr>
<td>Mathematical transformation of experimental data points according to ( \frac{M_T - M_2}{M_2} = f(M_T - M_2) ), linear regression of the first data points and the last ones: ( Y_1 = a(M_T - M_2) + b ) and ( Y_2 = c(M_T - M_2) + d ), calculation of ( L_1, K_1, K_2 = \text{fit}(a, b, c, d) )</td>
<td></td>
</tr>
</tbody>
</table>
Table 1 (Continued)

<table>
<thead>
<tr>
<th>Graphical presentation</th>
<th>Mathematical treatment and explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ružić linearisation</td>
<td>Mathematical transformation of experimental data points according to $M_f/(M_f - M_T) = f(M_f)$, linear regression: $Y_1 = (M_f/(M_f - M_T))M_f + b$, calculation of $L_{1T}, L_{2T}, K_1, K_2 = f(a, b, c, d)$</td>
</tr>
<tr>
<td>One- and multi-ligand systems fitting</td>
<td>After Ružić-van den Berg linearisation, for more than one-ligand $(N &gt; 1)$, non-linear fitting based on Levenberg-Marquardt method: $M_f/(M_f - M_T) = 1/\sum_{i=1}^{N}(L_i/M_f + (1/K_i))$</td>
</tr>
<tr>
<td>PROSECE</td>
<td>Speciation calculus based on mass balance table resolution. Comparing the “experimental” and the calculated concentrations, an optimisation process, using a modified simplex, adjusts the complexing parameters until reaching an optimum error</td>
</tr>
</tbody>
</table>

$1 \times 10^6$ and $5.56 \times 10^6 \text{ mol}^{-1}$, respectively. In Fig. 1, it is presented that the points are in the probable and convenient areas of possible experimental situations. Simulated data points, representing each pair of $L_T$ and $K$ for different types of standard additions in linear, decade and logarithmic modes are presented in Fig. 2.

All the results for a one-ligand system are summarised in Tables 2 and 3. The values obtained by data treatment are given together with the preset values ($K_{th}, L_{th}$). When it was possible to calculate these, the values of confidence interval ($e_1$) of the calculated parameters are given in % ($\Delta K\%$ and $\Delta L_T\%$). The difference between the preset and the calculated values is called $e_2$. Correlation of $\log(e_1)$ versus $\log(e_2)$ is summarized in Table 3. It shows an important correlation for linearisation methods, which could be used in predicting the efficiency of parameter determination.

4.1. Linear additions

The results obtained for linear mode have drawn clear distinction between different techniques of data treatment. Thus, the errors for $K$ and $L_T$ fluctuate from 0.1 to 122.9%, and from 0 to 54.5%, respectively, depending on the experiment and on data treatment.

PROSECE is the only method which allows correct $K$ and $L_T$ determinations, whichever the $L_T$ value in the studied
analytical window (errors between 0.6 and 3.9% for \(K\), and between 0.0 and 6.4% for \(L_1\)).

As long as the \(L_1\) value is large enough, correct results are obtained for Ružič–van den Berg and Scatchard linearisations (errors <3% for \(K\) and \(L_2\)). In contrast, the first experiment, representing low concentration ligands, leads to negative \(K\) values for Ružič–van den Berg and high error for Scatchard, showing unsuitability of the linear mode treated by linearisations for the lowest \(L_q\) values.

Chau–Buffé linearisation gives reliable results only when \(L_1\) is centred on the analytical window (shape of experiment 2 in Fig. 2). Indeed, a small preset value for \(L_1\) leads to an incorrectly calculated \(L_1\) value since only the last few titration points were used for Chau linearisation. Further, when those titration points are too far from the cure (i.e. complexing capacity equivalent value) they are sensitive to

### Table 2

Results obtained for one ligand system

<table>
<thead>
<tr>
<th>Linear</th>
<th>Logarithmic</th>
<th>Decade</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp. 1</td>
<td>Exp. 2</td>
<td>Exp. 3</td>
</tr>
<tr>
<td>(K_0)</td>
<td>5.0E+09</td>
<td>1.0E+09</td>
</tr>
<tr>
<td>(L_1)</td>
<td>1.0E–08</td>
<td>5.0E–08</td>
</tr>
<tr>
<td>(K)</td>
<td>3.95E+09</td>
<td>1.54E+09</td>
</tr>
<tr>
<td>Chau–Buffé linearisations</td>
<td>(\Delta K) (%)</td>
<td>1.10</td>
</tr>
<tr>
<td>(\Delta L_1) (%)</td>
<td>121.4</td>
<td>18.7</td>
</tr>
<tr>
<td>(K)</td>
<td>–1.15E+09</td>
<td>1.03E+09</td>
</tr>
<tr>
<td>Ružič–van den Berg linearisation</td>
<td>(\Delta K) (%)</td>
<td>–409.8</td>
</tr>
<tr>
<td>(\Delta L_2) (%)</td>
<td>7.7</td>
<td>0.3</td>
</tr>
<tr>
<td>(K)</td>
<td>9.52E+08</td>
<td>1.00E+09</td>
</tr>
<tr>
<td>Scatchard linearisation</td>
<td>(\Delta K) (%)</td>
<td>–67.2</td>
</tr>
<tr>
<td>(\Delta L_2) (%)</td>
<td>162.4</td>
<td>1.5</td>
</tr>
<tr>
<td>(K)</td>
<td>4.81E+09</td>
<td>1.01E+09</td>
</tr>
<tr>
<td>PROSECE</td>
<td>(\Delta K) (%)</td>
<td>ND</td>
</tr>
<tr>
<td>(L_2)</td>
<td>1.00E–08</td>
<td>4.97E–08</td>
</tr>
<tr>
<td>(\Delta L_2) (%)</td>
<td>ND</td>
<td>ND</td>
</tr>
</tbody>
</table>

*Simulated data shown in Fig. 2.*

### Table 3

Correlation coefficient \((r)\) between \(\log(k_1)\) and \(\log(k_2)\) values

<table>
<thead>
<tr>
<th>Chau–Buffé linearisations</th>
<th>Ružič–van den Berg linearisations</th>
<th>Scatchard linearisations</th>
<th>PROSECE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(K_1)</td>
<td>0.231</td>
<td>0.993</td>
<td>0.864</td>
</tr>
<tr>
<td>(L_1)</td>
<td>0.580</td>
<td>0.901</td>
<td>0.919</td>
</tr>
</tbody>
</table>
the noise (shape of experiment 1 in Fig. 2). A large value for \( L_1 \) also leads to a large error for \( L_2 \), because \( M_{T,\alpha} \) is small compared to the theoretical \( L_1 \), which leads to the situation that the last titration points are in the curved portion, i.e. narrowly reaching complexing capacity equivalent value (shape of experiment 3 in Fig. 2). These two different phenomena increase the error for \( K_{i} \) determination by Buffe linearisation using Chau \( L_1 \) value.

Generally, a linear titration seems to be adapted to \( L_1 \) and \( K_i \) determinations only for high ligand concentrations when there are enough data before the curved portion. In that case, Ružič–van den Berg and Scatchard linearisations give reliable results. However, data treatment by PROSECE uses all data points without mathematical transformation and achieves correct results even for small \( L_2 \) values.

4.2. Decade and logarithmic additions

In general, the results obtained by decade and logarithmic additions are improved compared to the linear additions results, but they do not allow these two non-linear titration modes to be distinguished.

Scatchard linearisation and PROSECE modelling allow the determination of \( K \) and \( L_1 \) with very low error values (<1.7%), regardless the \( L_1 \) position on the metal range scanned. Thus, these titration modes increase the sensitivity for complexing parameters optimisation, especially for small values of \( L_1 \).

In contrast, they do not increase the Ružič–van den Berg ability to correctly determine the stability constant, which is always negative when the \( L_1 \) value is low.

The errors for \( K \) and \( L_1 \), with Chau–Buflle linearisation are slightly improved, particularly in the case of low \( L_2 \) values.

For the case of a 1:1 metal–ligand system, when carried out at constant \( K \times L_1 \) values, these experiments have shown that a fitting process by using non-modified data, such as PROSECE, is the most efficient technique, despite the apparent simplicity of the system. Indeed, the results obtained are close to the predetermined values, regardless of the titration mode or the \( L_1 \) value used.

By better defining low metal concentration ranges, logarithmic and decade additions greatly increase the sensitivity of Scatchard linearisation for the determination of the complexing parameters whichever the ligand concentration.

In contrast, Ružič–van den Berg linearisation, dependent on high metal concentrations (due to the mathematical transformation used), seems to be less adapted to the stability constant determination when the ligand concentration is small, which happens frequently in natural systems. The errors obtained are not minimised by the use of non-linear titrations.

The Chau–Buflle method, using two successive linearisations, produces less reliable results than those obtained by the other methods.

5. Two-ligand systems

In contrast to one-ligand case, where only three simulated experiments have been carried out with the preset \( K \times L_1 \) values, a factorial matrix [41] has been used for two-ligand systems to evaluate the number and the type of experiments to be performed. Considering two ligands defined by four parameters \( (K_i \) and \( L_{i\alpha}) \), \( 2^4 = 16 \) experiments have been simulated by using high (+) and low (−) values for each parameter. Previous results, showing the influence of the values of the complexing parameters and of random noise added to the retrieving of the simulated data [10,14,18,32,33], as well as the use of different analytical techniques and different models to determine those parameters in natural samples [15–30], led us to choose the \( K_i \) and \( L_{i\alpha} \) values for this study. Thus, (+) and (−) values for \( K_1, L_1, K_2, L_2 \) are, respectively, \( 10^9, 10^6, 30 \) and \( 10 \) nM, \( 10^7 \) and \( 10^4 \), and 300 and \( 100 \) nM (i.e. \( K_1 \times L_{1\alpha} : 1–300, K_2 \times L_{2\alpha} : 0.1–3, K_1/K_2 : 10–10^9 \)). Table 4 shows the values used for these 16 simulated experiments, using Yates matrix design [41]. Three of these simulated experiments (1, 3 and 7) have been plotted using \( M_T = f(M_T) \) and \( pM_f = f(pM_f) \) scales, in linear, logarithmic and decade titration modes (Fig. 3). Experiments 3 and 5 could not be distinguished in linear mode, whatever the considered scale, but were significantly different in logarithmic or decade titration modes using the \( pM_f = f(pM_f) \) scale.

To each simulated experiment, random noise of 2% was added to the calculated points of free metal concentrations \( (M_T) \). In order to be better defined and not biased by the knowledge of the correct answers, optimisation methods (non-linear fitting and PROSECE) always employ the same initial values for the calculated parameters \( (K_1 = 10^7, \)

<table>
<thead>
<tr>
<th>( L_1 )</th>
<th>300 nM</th>
<th>100 nM</th>
<th>+</th>
<th>+</th>
<th>+</th>
<th>+</th>
<th>+</th>
<th>+</th>
<th>+</th>
<th>+</th>
<th>+</th>
<th>+</th>
<th>+</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_1 )</td>
<td>( 10^9 )</td>
<td>( 10^7 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( L_2 )</td>
<td>300 nM</td>
<td>100 nM</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>+</td>
</tr>
<tr>
<td>( K_2 )</td>
<td>( 10^7 )</td>
<td>( 10^5 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4

The Case of two ligands: preset complexing parameters values for simulated experiments
$L_{1T} = 20 \text{nM}, K_2 = 3.16 \times 10^6, L_{2T} = 200 \text{nM}$, which are not necessarily optimal, i.e. in the case of real experimental data treatment, one would change the initial parameters in order to optimise the results, especially if negative results occur. In order correctly to compare the efficiency of titration modes (linear, logarithmic and decade) and of the methods for data treatment (Ružič and Scatchard linearisations, non-linear fitting and PROSECE), errors for four different parameters have been calculated. They are based on the differences between the theoretical value of complexing parameter ($X^{th}$) and the calculated value ($X^{calc}$), according to the following equation:

$$X_{error} = \sqrt{\frac{(X^{th} - X^{calc})^2}{X^{th}}} \times 100.$$  

Theoretically, using Yates method, it would be possible to quantify the effects of these different factors (i.e. $K_i$ and $L_{iT}$) on the responses (i.e. errors values) with the use of equations which would allow to determine the influence of $K_i$ and $L_{iT}$ values on the data treatment. However, this is based on the assumption that response varies linearly when a parameter changes from (+) to (−) value. In our case, it does not seem realistic, and the calculations have shown that it is impossible to link modelling error with the preset values of $K_i$ and $L_{iT}$.

To estimate possible correlations between these different parameters, the obtained errors have been presented as:

- $K_1 \text{error} = f(L_{1T} \text{error})$
- $K_2 \text{error} = f(L_{2T} \text{error})$
- $L_{2T} \text{error} = f(L_{1T} \text{error})$
- $K_2 \text{error} = f(K_1 \text{error})$

Thus, the error for $K_3$ seems to be

\[ L_{1T} = 20 \text{nM}, K_2 = 3.16 \times 10^6, L_{2T} = 200 \text{nM}, \]
well correlated to the $L_{1T}$ error, which emphasizes the reciprocal influence of strong ligand binding parameters. The same phenomenon, although less pronounced, is obtained between $K_2$ and $L_{2T}$ errors. In contrast, $K_2$ versus $L_{1T}$ and $K_1$ versus $L_{2T}$ errors have shown inverse correlations, i.e. wrong determination of one parameter is often linked to the correct determination of the other one, and vice versa.

However, except for those tendencies, relatively few correlations can be observed, which shows the complex dependence between all these complexing parameters.

5.1. Linear additions

Undeniably, PROSECE fitting gives the best results for $K_1$ and $L_{1T}$ determinations, independently of the preset values. Only a few of the simulated experiments led to significant errors for $L_{1T}$ and $L_{2T}$. These corresponded to the cases where the preset parameter values were low.

In contrast, $K_1$ linearisation with its mode of addition does not allow a correct determination of $K_1$, to whichever of the preset values applied. Indeed, for 10 of them, the obtained values are negative. Retrieving of ligands concentrations is correct, almost independent of the conditions (variations in errors are small for all experiments) but less than for PROSECE. Determinations of $K_2$ are always better than those of $K_1$; they are more accurate the $K_2 \times L_{2T}$ becomes larger.

For the determination of $K_1$, Scatchard linearisation seems to be markedly more convenient than $K_1$ method. However, the results obtained by this linearisation do not reach the reliability of those obtained by PROSECE. In contrast, in retrieving $L_{2T}$ with negative values for two experiments, it is less accurate than $K_1$ method. This shows the importance of the choice of mathematical transformation on the final result, i.e. the values of complexing parameters.

Despite data linearisation when using $K_1$ method, non-linear fitting seems to be less sensitive with regard to $K_1$ calculation. However, with five negative values for $K_1$ and two negative values for $L_{1T}$, the obtained results differ from the preset values. Also, $K_2$ and $L_{2T}$ errors are often larger than those obtained by $K_1$ and Scatchard linearisations.

Linear additions do not seem to be adapted for determination of complexing properties of strong ligands at low concentrations, which are frequently found in natural waters, except if PROSECE is used. With PROSECE, the errors are 30% on average compared to other methods which gave errors of 50–500%. This can be probably explained by an insufficient definition of the concentration range between 1 and 50 nM (only three points).

However, as regards the complexing properties of the weaker ligands of higher concentrations, despite large number of data defining them (20 data points from 100 to 457 nM), linearisations and non-linear fitting do not allow accurate determination of $K_2$, possibly due to too low $L_{2T} \times K_2$ values. Only $L_{2T}$ is correctly determined (20% error on average).

5.2. Logarithmic additions

Results obtained for the determination of $K_1$ and $L_{1T}$ are clearly improved with the use of logarithmic additions compared to linear ones, whatever the data treatment used.

This titration mode allows a complete elimination of all the aberrant results occurred in $K_1$ linearisation, i.e. negative $K_1$ values. Except for one simulated experiment, the same happened to the results from non-linear fitting. Thus, mean errors for $L_{1T}$ for these two methods of data treatment change respectively from 43.9% (linear) to 11.4% (logarithmic) for $K_1$ linearisation and from 512.4 to 15.6% for non-linear fitting. So, mean errors for $K_1$ decrease, respectively, from 1457 to 8.5% for $K_1$ linearisation and from 96.6 to 52.6% for non-linear fitting.

Except for one simulated experiment with an $L_{1T}$ error of 220%, PROSECE allows determination of complexing parameters of the first ligand with mean errors <5% (50% of the experiments with an error of 3%). It seems to be the most suitable method for the determination of complexing properties of low concentrations of strong ligands.

Although markedly improved, results obtained by Scatchard linearisation are not in the same range (mean errors: 20%).

Concerning $L_{2T}$ determination, linearisations and non-linear fitting give slightly more correct results than PROSECE, which is influenced by the values of $K_1$/$K_2$ and those of $L_{1T}$/$L_{2T}$. For the same parameter, Scatchard linearisation benefits the most when changing from linear to logarithmic mode.

The $K_2$ parameter remains better determined by PROSECE than by linearisation data treatments, which give very large errors. Non-linear fitting and linearisation data treatments, which are very sensitive to $L_{2T}$ and $K_2$ values compared to the $L_{1T}$ and $K_1$ ones, lead to significant errors for a large number of experiments.

Generally, non-linear fitting and linearisation data treatments will correctly determine the concentration of weak ligands, but only PROSECE can determine the stability constant of these ligands, despite the low values of $K_2 \times L_{2T}$ (between 0.1 and 3).

Logarithmic additions, improving markedly the titration accuracy at low concentrations (16 points from 0 to 50 nM, compared to 3 points in the linear mode), amplify the resolution of the complexing properties of low concentration of strong ligands regardless of the data treatment used. This phenomenon is obvious for $K_1$ determination by $K_1$ linearisation and non-linear fitting.

Despite a decreasing number of points defining high concentrations (7 points from 100 to 457 nM compared to 20 points for linear additions), the results of $K_1$ linearisation and PROSECE determinations of the complexing properties of weaker ligands are similar to those obtained in the linear mode. They are even slightly improved as regards $K_2$ treated by non-linear fitting and $L_{2T}$ calculated by Scatchard.
5.3. Decade additions

The results obtained with this titration mode are in general very close to those calculated from the logarithmic ones. So, these additions largely improve the determination of complexing parameters for low concentrations of strong ligands compared to linear additions.

The resolution obtained by Ružič linearisation seems to be slightly better than that by logarithmic additions. This data treatment appears to be suitable for the calculation of \( K_1 \) and \( L_{1T} \) but only when the precision in the analytical window is sufficient at low total metal concentrations.

Although less correct, Scatchard linearisation leads to errors for \( L_{2T} \) and \( K_2 \). With one simulated experiment leading to a negative \( K_1 \), and mean errors of 25%, non-linear fitting seems to be the least adapted of the four data treatments.

Despite one simulated experiment with large error for \( K_1 \) with PROSECE, errors are slightly improved compared to logarithmic additions (mean error 5%, except the maximal error for \( K_1 \)). Similar to other addition modes, this data treatment seems to be the most adapted to determine complexing parameters of strong ligands.

In contrast to \( L_{1T} \) and \( K_1 \), determination of \( L_{2T} \) and \( K_2 \) is not improved by the use of this titration mode compared to the logarithmic mode. Linearisations give correct value for \( L_{2T} \) but poor results for \( K_2 \). Non-linear fitting improves a little the determination of the latter. Similar to logarithmic additions, PROSECE seems not to be the best adapted to define \( L_{2T} \) correctly but it is the only one that allows an almost correct calculation of \( K_2 \).

Similar to the logarithmic mode, this titration mode, by largely increasing the precision of the lowest concentrations (16 points compared to 3 points in the linear case), improves the resolution of complexing parameters for strong ligands.

In contrast, the number of points in a higher concentration range being smaller than for other titration modes (only five points between 100 and 457 nM), leads to poorer determination of weaker ligands.

5.4. Influence of random noise distribution

In order to approach realistic \([M_i]\) values, random noise between \(-2 \text{ and } 2\%\) was added to the values simulated by MINEQL. However, it seems necessary to comprehend the effect of noise distribution on the complexing parameters determination. For this purpose, the data from two previous simulated experiments (no. 5 in linear mode and no. 7 in logarithmic mode, cf. Table 4) have been treated by all methods, after the addition of 10 different sets of random noise. The first simulated experiment corresponds to the one for which it was difficult to retrieve the preset values in all data treatment methods, especially with linearisations and non-linear fitting that have led to negative \( K_1 \), \( L_{1T} \) and/or \( L_{2T} \) values. In contrast, the second experiment gave correct results whatever data treatment method was used.

Theoretically, linearisations should be more sensitive to these random noise distributions than fitting (especially for the first experiment), because, in contrast to fitting, they take into account only a part of the data points which increase the noise effect. Moreover, mathematical transformations by data linearisation affect \( X \) and \( Y \) values \((X, Y = f([M_i]))\), while the use of non-transformed data as in the case of PROSECE affects only \( V \) values (cf. Table 1). All obtained results are summarised in Table 5.

As expected, the techniques based on data transformation (followed by linearisation or fitting) appeared to be more sensitive to data noise (i.e. mean values were far from the preset ones, with large standard deviations, and a great number of negative values) than PROSECE, which is working with non-modified data. Thus, this data treatment can lead to aberrant values (e.g. negative values) of the parameters of the first and/or the second ligand, but depending on random noise distribution, even more so as \( K_2 \times L_{2T} \) factor or \( L_{2T} \) become low, which is a common situation in natural conditions. When \( K_1 \times L_{1T} \) and \( K_2 \times L_{2T} \) are large, i.e. greatly larger than 1, the four data treatment methods give quite similar results.

Table 5

<table>
<thead>
<tr>
<th></th>
<th>Ružič linearisation</th>
<th>Scatchard linearisation</th>
<th>PROSECE</th>
<th>Non-linear fitting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean value (%)</td>
<td>S.D. (%)</td>
<td>Mean value (%)</td>
<td>S.D. (%)</td>
</tr>
<tr>
<td>Exp. 5: linear theory</td>
<td>( L_{1T} )</td>
<td>1.00E+08</td>
<td>5.65E+09</td>
<td>27.6 0</td>
</tr>
<tr>
<td></td>
<td>( K_1 )</td>
<td>1.00E+10</td>
<td>2.94E+08</td>
<td>109.9 10</td>
</tr>
<tr>
<td></td>
<td>( L_{2T} )</td>
<td>1.00E+10</td>
<td>8.71E+08</td>
<td>51.2 0</td>
</tr>
<tr>
<td></td>
<td>( K_2 )</td>
<td>1.00E+06</td>
<td>2.32E+06</td>
<td>45.1 0</td>
</tr>
<tr>
<td>Exp. 6: logarithmic theory</td>
<td>( L_{1T} )</td>
<td>3.90E+08</td>
<td>2.08E+08</td>
<td>4.6 0</td>
</tr>
<tr>
<td></td>
<td>( K_1 )</td>
<td>1.00E+10</td>
<td>9.77E+09</td>
<td>13.0 0</td>
</tr>
<tr>
<td></td>
<td>( L_{2T} )</td>
<td>3.00E+07</td>
<td>2.86E+07</td>
<td>31.0 0</td>
</tr>
<tr>
<td></td>
<td>( K_2 )</td>
<td>1.00E+07</td>
<td>1.38E+07</td>
<td>6.6 0</td>
</tr>
</tbody>
</table>
5.5. Possibility of error prediction

Taking into account the results obtained in these 16 experiments, with different $K_1 \times L_{1T}$ and $K_2 \times L_{2T}$ values, the question arose whether it would be possible to predict errors of the complexing parameters for simulated experiments with other preset values and to estimate the accuracy of the results obtained by treating the data of a real experiment obtained from natural samples analysis (Fig. 3).

Considering the $K_1 \times L_{1T}$ and $K_2 \times L_{2T}$ values of 16 experiments, “contour-graphs” showing parameter errors $\delta K_1 = f(L_{1T} \times K_1, L_{2T} \times K_2)$ have been plotted in a logarithmic scale for each couple of titration mode-data treatment method, using Surfer 6 software. From a large number of graphs obtained (48), only two are presented in Fig. 4. All figures could be found at: http://mounier.univ-tln.fr/ACAgarnier2003.html.

To test the possible prediction capability of these graphs, five new experiments, with different $K_i \times L_{iT}$ values, were simulated in linear and logarithmic modes. To estimate error variability at the same $K_i \times L_{iT}$ values, a sixth experiment has been added, with $K_i \times L_{iT}$ values of the third experiment only with different parameter values. All the points are shown as (×) in Fig. 4 and the parameters of these new simulated experiments are summarised in Table 6. These six experiments were treated using all the defined techniques to obtain calculated error values. For each experiment, error estimation consists of reading-out, on a “contour-graph”, the error value at the $K_i \times L_{iT}$ theoretical point, and comparing it with the value actually obtained.

Theoretically, three different cases are expected to be obtained depending on whether the estimated values are:

- Close to the calculated ones: graphs are adapted to predict accuracy of a given titration mode-data treatment couple, to determine complexing parameters.
- Higher than the calculated ones: prediction is pessimistic, which is not a disadvantage since graphs allow estimation of upper limit values.

Table 6

<table>
<thead>
<tr>
<th>No.</th>
<th>$L_{1T}$ (nM)</th>
<th>$L_{2T}$ (nM)</th>
<th>$K_1$</th>
<th>$K_2$</th>
<th>$L_{1T} \times K_1$</th>
<th>$L_{2T} \times K_2$</th>
<th>$K_{error}$ linear (%)</th>
<th>$K_{error}$ logarithmic (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>$1 \times 10^3$</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>118.8</td>
<td>1.4</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>$1 \times 10^3$</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>118.8</td>
<td>1.4</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>$5 \times 10^3$</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>103.2</td>
<td>5.5</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>$1 \times 10^3$</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>102.7</td>
<td>1.2</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>$1 \times 10^3$</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>641.8</td>
<td>39.5</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>$1.67 \times 10^3$</td>
<td>300</td>
<td>50</td>
<td>1.67 \times 10^3</td>
<td>50</td>
<td>116.6</td>
<td>0.0</td>
</tr>
</tbody>
</table>
Inferior to the calculated ones: the proposed plots are not adapted to estimate the complexing parameters errors for a non-simulated experiment.

By plotting the estimated errors versus the calculated ones, for linearisation techniques, correlation is obtained. It confirms that “contour-graphs” allow the correct estimation of error (Fig. 4B), except when the obtained parameter values are incorrect (such as a negative $K_i$ obtained by the Ružič method in linear mode (Fig. 4A)).

In contrast, predictions for the fitting techniques are less correct. In most cases prediction values overestimate the real values. Despite the important gap obtained, predicted errors can even be used as upper limits. Regarding the variability of errors for different parameters values, with the same $K_i \times L_{ij}$ values (i.e. the difference between experiments 3 and 6), in all cases, standard deviations of calculated errors between these two experiments were >50%. Moreover, differences between the predicted values and the mean calculated values are, in general, smaller than those standard deviations. This means that, even if the variations of errors in parameters determinations are large, for different parameters with combinations with the same $K_i \times L_{ij}$ values, the errors predicted with “contour-graphs” are in the variation domain of real errors, and are therefore usable for prediction.

6. Conclusions

The provided analyses of the influence of the titration type and of data treatment method on the accuracy of metal complexation parameters determination for one- and two-ligand systems based on the simulated data corresponding to those obtained by anodic stripping voltammetry, suggest the following conclusions:

Even with one ligand system, logarithmic and decadic titrations are much better than the linear ones. Linearisation methods are in many cases inferior to the optimisation methods, especially in a linear titration mode. Random noise has a significant influence on the results of linearisation methods (especially in the case of two-ligand systems), while only a part of the data points participates in the determination of complexing parameters. On the other hand, for linearisation methods, in the case of one-ligand systems, a high correlation between the confidence interval of the calculated parameters and the difference between the preset and the calculated values is found. This correlation is proposed to be used as an estimate for the quality of the results in real experiments.

PROSECE is by far superior to other methods (linearisation and non-linear fitting) in most cases due to its flexible and powerful mathematical background. It is a result of computer programming development and is highly recommended as a tool for data treatment. Using non-transformed data, PROSECE minimizes the effect of data noise propagation, which seems to be favourable for complexing parameters determination compared to other data treatment methods defined.

Construction of “contour-graphs” enables certain error prediction of the calculated complexing parameters and is proposed as an orientation and valorisation tool in real samples analyses.
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