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Abstract—Bioacoustic monitoring, such as surveys of animal populations and migration, needs efficient data mining methods to extract information from large datasets covering multi-year and multi-location recordings. Usually, the study of the humpback whale songs is based on the classification of sound units, notably to extract the song theme of the singers, which might signify the geographic origin and the year of the song. Most of these analyses are currently done with expert intervention, but the volume of recordings drive the need for automated methods for sound unit classification.

This paper introduces a method for sparse coding of bioacoustic recordings in order to efficiently compress and automatically extract patterns in data. Moreover, this paper proposes that sparse coding of the song at different time scales supports the distinction of stable song components versus those which evolve year to year. It is shown that shorter codes are more stable, occurring with similar frequency across two consecutive years, while the occurrence of longer units varies across years as expected based on the prior manual analysis. We conclude by exploring further possibilities of the application of this method for biopopulation analysis.

I. INTRODUCTION

Different kinds of vocalizations (moans and screams) are emitted by Humpback whales [1], reported as songs by Roger and Katy Payne [2], [3]. These songs are predominant in the breeding zone but have also been recorded during migration and occasionally in the feeding area [4], [5].

These sounds are emitted by male individuals [6]. Different hypotheses about these songs is that they possibly play a role in female attraction [7], [8], [9], [10] and/or for strong interactions between males as territorial defense or challenges [11], [12]. Noad et al. [13] highlighted song copying between males from the Australian East coast and those from the Australian West coast.

Songs are cyclic and composed of a structured and continuous sequence of sounds that can be repeated several times without interruption. These short continuous sounds between 2 silences are called sound units [14]. The complex structure of these songs is based on successive specific sound units forming a sequence, several sequences forming a phrase, and several phrases forming a theme-song [14].

Current challenging objectives in the analysis of humpback whale songs include:

1) detection of the different kinds of vocalizations;
2) automatic classification of the sound units;
3) extraction of phrases of the songs;
4) localization of individuals and characterization of interaction of the singers.

Objectives 1. and 2. are particularly challenging because:

• there is a large diversity of the sound units (moans, growls, sets of pulses, cries and trumpet sounds). Sound units’ features vary both in the time domain and in the frequency domain. The main frequency is from 100 Hz up to 20 kHz and the source levels could be more than 170 dB re 1 u Pa at 1 m (see examples in Fig. 1);
• singers emit sounds simultaneously;
• varied underwater ambient noise is present.

For objectives 1. and 2., researchers proposed new approaches based on temporal and spectral features [15]. Some variations in these features were reported and could contain part of the information needed for detection and classification [16].

Methods used to analyze human speech have been applied to Humpback whale calls since they present several similarities including the presence of voiced and unvoiced type vocalizations, as defined in Mercado and Kuh [17]. Humpback whale calls have been analyzed using linear prediction coding (LPC) [17], energy content in specific time windows [18], spectrographic analysis [15], Mel-Frequency Cepstral Coefficients (MFCCs) [19], [20], [21], [22], affinity propagation [22], K-means [23], and classified with self-organizing maps (SOM) [17], [15], Hidden Markov Models (HMM) [24], the sliding window match length (SWML) entropy estimation [15] and neural networks. The great variety of methods used by researchers to analyze Humpback whale vocalizations reflects the great diversity of the features of these sounds [25].

The main drawback of most of these methods is that the number of sound units seems unknown, maybe unlimited, because songs are changing during the season, from one year to another and in the different breeding areas [26], [27], [28].

To better analyze these songs and to improve performance of classification, we recently introduced the new concept of subunit [22], [29], [24]. We suggest that one or more than one subunits are present in one sound unit. The interest of this approach is to show that a number of subunits could be used
II. MATERIALS AND METHODS

A. Humpback whale recordings

For this paper we focus on recordings of humpback whales from Sainte Marie Channel (Madagascar). The recordings vary in length from several years to months or days, as they were collected by different collaborators (Megaptera, LAM, Cesigma). The datasets used were collected in 2008 and 2009. The frequency sampling is between 16 kHz and 44.1 kHz with 16 bit sample encoding. Fig. 1 shows a spectrogram of a typical sample of a Madagascar song from our corpus. The duration for the different recording sites is presented in Tab. I.

The hydrophone used for the recordings is a ColmarItalia GP280 (omni-directional, \( [5Hz, 90kHz] \), sensitivity -170 dB re 1 V/µPa, see datasheet on www.colmaritalia.it). The hydrophone was deployed from a motor boat (motor off), positioned \( \approx 100 \) m in front of the singers at depth \( 20 \) m (the water column depth was between \( 40 \) m and \( 50 \) m).

In order to normalize the data according to other recording parameters, we have down sampled all the sound files to 16 kHz sampling frequency, 16 bits.

B. Cepstral representation

The first step in the analysis is to characterize the recorded songs by Mel-Frequency Cepstral Coefficients (MFCC) \([30],[31],[23]\). The use of the cepstral scale is motivated by the fact that mammals perceive frequency on a logarithmic scale along the cochlea \([32],[33]\). In our approach, we apply a method developed for human speech analysis to humpback whale vocalizations \([29]\). Rather than directly duplicating the method, we demonstrate its application for analyzing the harmonic parts of each sound unit or subunit of whale songs. We then build codebooks at different time scales and explore their properties in characterizing song evolution.

We compute the 12 first static Mel-Frequency Cepstral Coefficients (MFCC), \( M_1, M_2, \ldots, M_{12} \). To these 12 coefficients \( M_1, M_2, \ldots, M_{12} \) we add a \( M_0 \) coefficient that captures the energy of the signal, thus yielding 13-dimensional MFCC vectors. These coefficients are computed with a \( 512 \) point Fast Fourier Transform (32 ms), with a window length of 250 ms and a frameshift of 10 ms.

On these resulting vectors, Cepstral Mean Subtraction (CMS) and variance normalization were applied. The extraction of these parameters is done with the SPro toolkit \([34]\).

As songs’ patterns are longer than a 10 ms scale, we form super-vectors by concatenating MFCC vectors. These super-vectors form the dictionary words in the sparse analysis (see Section II-C). We consider words of length 250 ms, 500 ms, 1 s, 2 s, and 4 s, which are formed by concatenating 25, 50, 100, 200 and 400 MFCC vectors respectively. In order to be sure to capture sound units, the vectors are concatenated with a 50% overlap; for example, the MFCC vectors we manipulate for 500 ms scale are 650-dimensional vectors (\( 13 \times 50 \) component), one every 250 ms.

C. Dictionary and sparse coding

In order to support efficient bioacoustic data mining, the large MFCC vectors are encoded by a learned dictionary and a sparse code. The sparse code identifies how dictionary words are recombined to produce a reconstructed representation of the original vectors. This dictionary was learned on the union of the MFCC representations of the original humpback whale song datasets. In this section we explain the details of the sparse coding method.

In order to obtain a global robust representation of the signal \( X = [x_1, \ldots, x_N] \in \mathbb{R}^{n \times N} \), each MFCC vector \( x_n \) (\( n = 650 \) in the case of 500 ms) are first linearly encoded as the vector \( c_i \in \mathbb{R}^k \) such that \( x_n \approx Dc_i \) where \( D = [d_1, \ldots, d_k] \in \mathbb{R}^{n \times k} \) is a preliminary trained dictionary with the constraint \( ||d_i||_2 = 1 \). In a first attempt to solve this linear problem, \( c_i \) can be the solution of the Ordinary Least Square (OLS) problem:

\[
\text{argmin}_{c_i \in \mathbb{R}^k} \left\{ \frac{1}{2} \| x_n - Dc_i \|_2^2 \right\} \quad (1)
\]

OLS formulation can be extended to include a regularization term avoiding data overfitting. Thus, we obtain the ridge regression (RRID) formulation:
MFCC vectors. Each MFCC vector corresponds one sparse combination of the dictionary codebook vector \( \mathbf{d}_i \) and the associated sparse code vector \( \mathbf{c}_i \). More formally, \( \hat{x} \) is given by the following equation:

\[
\hat{x} = \mathbf{D} \cdot \mathbf{c} = \sum_{i=1}^{k} \mathbf{d}_i \cdot \mathbf{c}_i
\]

**D. Dictionary size**

An important aspect of the encoding is the choice of an appropriate size for the dictionary. The goal of sparse coding is to create an encoding of the larger dataset which maintains structure in the data to facilitate analysis, but at the same time reduces the size of the encoding to permit efficient computation.

One drawback of sparse coding is that the size of the dictionary has to be fixed manually and this size should not over complete the expected number of classes after clustering. In this experiment, we learned three dictionaries with \( K = 16 \), \( K = 32 \) and \( K = 1024 \) words respectively. The \( K = 32 \) dictionary is used for the analyses in presented in III, as it was empirically determined to support the best discriminative representation of the full vectors.

**E. Relationship between MFCC signal and sparse code**

In this section we present an approach to verifying that a given sparse code is representative of its original set of MFCC vectors. Each MFCC vector corresponds one sparse code vector. We expect that patterns appearing with MFCC auto-correlation to still appear with the sparse code vector auto-correlation. In Fig. 2, we present an example for the dictionary with \( K = 1024 \) words. The figure shows the 2009 recording auto-correlation with MFCC vectors on the top and sparse codes vectors on the bottom over a subset of 400 randomly chosen samples. We can note that if there is information in the MFCC space, this information also appears in the sparse code space. This is seen in the figure as the corresponding structure in the auto-correlations.

**F. Codebook complexity estimation**

The estimation of complexity of time-frequency plane can include moment-based measures such as time-bandwidth product and the Shannon and Renyi entropies [37]. In order to analyze the dictionary we generate, we extend the time-frequency complexity definition to cepstral pattern complexity, based on the principle that a concentration of energy in the time-frequency plane will also generate an energy concentration in the cepstral plane. We investigate a quantitative measure of

\[
\begin{aligned}
\ell_{RID}(\mathbf{c}_i | \mathbf{x}_i; \mathbf{D}) &\triangleq \min_{\mathbf{c}_i \in \mathbb{R}^K} \left\{ \frac{1}{2} \| \mathbf{x}_i - \mathbf{D} \mathbf{c}_i \|_2^2 + \beta \| \mathbf{c}_i \|_2^2 \right\} \\
\ell_{QP}(\mathbf{c}_i | \mathbf{x}_i; \mathbf{D}) &\triangleq \min_{\mathbf{c}_i \in \mathbb{R}^K} \frac{1}{2} \| \mathbf{x}_i - \mathbf{D} \mathbf{c}_i \|_2^2 \quad \text{s.t.} \quad \| \mathbf{c}_i \|_1 = 1
\end{aligned}
\]
complexity inspired from existing work [37]. This measure is closely related to the assumption that signals of high complexity (and therefore high information content) must be constructed from a large numbers of elementary components. We thus define the complexity measure of the sparse vectors $d_i$ of the dictionary $D$ as the Shannon entropy:

$$H(d_i) = -\sum_{t,J} p(d_i(t, M_j)) \log(p(d_i(t, M_j))),$$

(6)

where $p(d_i(t, M_j))$ is the estimate of the energy distribution at time $t$ for the cepstral coefficient $M_j$. The codebook for dictionary size $K = 32$, time scale 250 ms, sorted by their complexity measure is shown in Fig. 3.

G. Divergence measure of the codes

Information Theoretic methods support the analysis of structure and the organization within a communication system [38]. As our goal is to analyze differences between whale songs (communication system) over different years, we propose to use an information theoretic measure to estimate the song divergence.

In order to get a diachronic analysis, i.e. to determine which code is more or less used from one year to one other, we compute the Kullback-Liebler distance [39] over song components as represented in the sparse coding. We interpret a difference in the average of the Kullback-Leibler distance for a song encoding subset between 2008 and 2009 recordings as an evolution of the song, assuming that higher this distance is, the more the songs evolved from one year to the other.

Therefore, the song distance is defined as follows. Let be $A_{d_i}$ (resp. $B_{d_i}$) be the discrete probability distribution over $R$ bins $r = \{1, \ldots , R\}$, of the 2008 C sparse codes for the sparse vector $d_i$ (resp. 2009). Then the distance for the sparse vector $d_i$ is:

$$\text{dist}_{KL}(A_{d_i}, B_{d_i}) = \sum_{r=1}^{R} (A_{d_i}^r - B_{d_i}^r) \log_2(A_{d_i}^r / B_{d_i}^r).$$

(7)

Finally, the final song distance is the average of the $\text{dist}_{KL}$ of target code subsets.

III. RESULTS

The results in this section are computed over a sparse code and corresponding $K = 32$ word dictionary. As explained in II-B, the MFCC input vectors are composed of concatenations of 13 coefficient vectors to form super-vectors with length of 250 ms, 500 ms, 1 s, 2 s to 4 s.

A. Analysis of song code complexity

Fig. 4 shows a graph of the sorted complexity (as defined in Section II-F) of the quefrequency words of the learned dictionary. We hypothesize an interpretation of the complex code words, which exhibit energy variation in time and frequency, as encodings of whale song subunits and of the less complex words, which exhibit more uniformity, as components of sea noise.

The next section will compare the evolution between 2008 and 2009 of the songs with reference to the sparse coding.

B. Analysis of song evolution

Using the formula given in Section II-G, we compute the Kullback-Liebler (KL) distance between the 2008 and 2009 code words, resulting in 32 distances for each set of super-vectors of increasing length (250 ms, 500 ms, 1 s, 2 s, 4 s). The histogram of the distribution of these distances grouped into bins of average distance is shown in Fig. 5. It can be seen from the distribution that short-duration (250 ms) representations are more stable across years than longer ones.

In order to determine whether the evolution can be attributed to changes in the more or less complex code words, we compute the KL distance between 2008 and 2009 for the 2
Fig. 5. Histogram of the KL distance (2008, 2009) computed over the 32 sparse vectors of the dictionary.

Fig. 6. Distance between 2008 and 2009 songs, in average over the two most complex codes, versus the two simplest ones. In abscissa the time scale of the code, from 250 ms to 4 s.

Fig. 7. Contributions of four code words to the encoding of a 2008 song segment for the dictionary size \( K = 16 \).

Note that the distance computation directly on the raw MFCC yields, as expected, to insignificant difference in distance, whatever the size or the year of the units. This effect is known as the “dimensionality curse effect” which makes the KL-distance metric inefficient in high-dimensional spaces. Indeed, the dimensionality of the MFCC vectors is 650 (13x50), and according to [40], any simple distance computation of any pair of vectors in such a high dimensional space results will result in a similar distance.

IV. DISCUSSION

We presented an unsupervised dictionary learning algorithm for generating a proto-lexicon of the songs of Humpback whales at different time scales. These dictionaries are used as the basis for a sparse encoding of the original datasets. These representations are more generic and efficient than obtained in our previous method [23], [41].

We show in this paper the utility of a sparse representation of complex bioacoustic patterns for efficient data mining. We presented the hypothesis that the long and short time duration sequences might represent varying sound units and stable subunits of whale songs, respectively. In order to support this hypothesis, in future work we intend to further analyze the structure of the representation of the sparse coding with respect to the original acoustic dataset. Two ideas for this analysis are presented here, computed on a dictionary with \( K = 16 \).

Fig. 7 shows the relative contributions of code words to the encoding of a song segment from the 2008 dataset. We see clearly the variation of the code word activity. For example at 1.5 s, words 2 and 3 contribute simultaneously to generate a complex pattern, whereas at 2 s, word 1 is more active than any other word. This type of analysis is suggested as a means of characterizing the song structures.

To determine whether the code words actually represent meaningful sound subunits, we could consider a pairwise analysis of the probability of the occurrence of bigrams in the encoded representation. As an example, again presented on
the dictionary with $K = 16$, we computed the probability of occurrence each consecutive word (sparse vector) pair for the 2008 and 2009 datasets. The probability of the ordered occurrence for the pair $(w_1, w_2)$ (bigram), is written as $P(w_1, w_2)$. In a random system, we would not expect to see patterns across years in the probabilities.

We then computed the log ratio of these probabilities from 2008 encoded dataset and the encoded 2009 dataset at the 250 ms time scale, which is shown in Fig. 8.

The results show that there are differences in bigram occurrence across years. For example we see that pair $(6, 7)$ is more frequent in 2008, while pair $(6, 2)$ is less frequent in 2008. This could be interpreted as song evolution (encoded as order of words) from one year to another, while subunits (encoded as words) remain stable.

The sparse coding technique shows promise as a means to provide objective insight into evolution of song structure, although further development is needed to support strong conclusions about the interpretation of the encoding.

This paper focuses on the year-to-year variability of the song structure and do not discuss the possible influence of other factors on the songs structure, such as populations, habitat, weather conditions ... Current research works are conducted in our team on these topics using our original sparse coding framework.

V. CONCLUSION

This paper demonstrates the promise of the sparse coding method to learn features in an unsupervised manner for humpback whale songs and to support their analysis. The sparse dictionary that is presented in this paper is automatically learned from the recordings, and captures variations in sound units and subunits with a limited number of elements. This approach is suitable for analyzing signals with which contain both stable and variable features. The acoustic datasets processed in this work exhibit those characteristics, where the variability is found among singers and between years, but stable features are present for example, in the ambient noise.

In summary, we presented:

1) An unsupervised method for encoding a large and variable bioacoustic dataset into a dictionary;
2) a method which establishes criteria for sparse coding to limit the number of the elements of this dictionary;
3) using the Lasso algorithm, the sparse coding distinguishes the salient features of the signal from the noise components;
4) an interpretation of the approach in characterizing evolving sound units and stable subunits;
5) an analysis of year to year variation of the dataset.

The results establish sparse coding as a promising method for analyzing humpback whale songs.

This paper lends new support for the concept of units versus component subunits in humpback whale songs. We show that the shortest units (subunits) are the most stable, occurring with similar frequency across two consecutive years, while the longest units exhibit more variation from one year to one other. 250 ms segments appear to be an appropriate length for encoding stable features of whale songs, possibly corresponding to subunits.

In future work, a systematic information theoretic analysis will be used to characterize the evolution of sound units. The approach will be applied to multiple geographic locations across multiple years to further explore population differences and song evolution.

Another potential application would be to model the vocal identity of individual whales, which could provide a basis for singer authentication or dialect identification. We also intend to explore the method’s applicability to analyzing sounds from other species beyond humpback whales.
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